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Abstract
Heterogeneous data sets are typically represented in different feature spaces, making it difficult to analyze relationships spanning different data sets even when they are semantically related. Data fusion via space alignment can remedy this task by integrating multiple data sets lying in different spaces into one common space. Given a set of reference correspondence data that share the same semantic meaning across different spaces, space alignment attempts to place the corresponding reference data as close together as possible, and accordingly, the entire data are aligned in a common space. Space alignment involves optimizing two potentially conflicting criteria: minimum deformation of the original relationships and maximum alignment between the different spaces. To solve this problem, we provide a novel graph embedding framework for space alignment, which converts each data set into a graph and assigns zero distance between reference correspondence pairs resulting in a single graph. We propose a graph embedding method for fusion based on nonmetric multidimensional scaling (MDS). Its criteria using the rank order rather than the distance allows nonmetric MDS to effectively handle both deformation and alignment. Experiments using parallel data sets demonstrate that our approach works well in comparison to existing methods such as constrained Laplacian eigenmaps, Procrustes analysis, and tensor decomposition. We also present standard cross-domain information retrieval tests as well as interesting visualization examples using space alignment.

1 Introduction
Our data are often composed of multiple data types from various sources. To analyze them, raw data types are typically encoded into high-dimensional feature vectors, but such encoding schemes are entirely dependent on the data type. For example, text documents are represented using a bag-of-words model, and audio/speech data can be represented as mel-frequency cepstral coefficients. Even within the same types of data, e.g., text documents, different languages form different feature spaces because of their own vocabulary sets.

Although these different types of data may contain common semantic meanings, they cannot be directly compared with each other due to the fact that they lie in different feature spaces. To tackle this problem, we aim for fusion of heterogeneous data sets into a single space, which maintains the semantic coherence regardless of their data types and, in turn, makes it possible to seamlessly perform analysis across different data sets. For instance, suppose one searches for a term, ‘chicken.’ The integrated space would be able to retrieve its relevant data items of various types without any additional conversion processes.

One approach to achieve such fusion of different data sets or spaces would be to incorporate domain knowledge. For instance, when integrating multi-lingual data, we can match them in a feature level by comparing the terms between different languages [2] or even use off-the-shelf translation system. However, we deal with the problem by learning only from the data level since such domain knowledge or translation tools may not be available. In our approach, we assume that some pairs of data items that share the same semantic meaning between different spaces are available as reference correspondence pairs. Figure 1 depicts this idea. The dashed
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Figure 1: Overview of the space alignment process. Dashed lines between two data sets show reference correspondence pairs to place as close as possible in the aligned space.
lines indicate reference correspondence pairs, and the alignment process places each pair as close together as possible in the aligned space. Correspondingly, non-reference data points are aligned as well, and as a result, the proximity between them can also be revealed, as shown in the upper-left and the bottom-right parts in Figure 1(c).

In short, the goal of data fusion via space alignment is, given multiple data sets and their reference correspondence pairs, to provide the new representations of the data in a common space, which enables distance-based comparison across different data sets. Recently, this problem has been actively studied [23, 30, 32, 13, 34], and most of studies combine the problem with manifold learning approaches such as Laplacian eigenmaps [3] and Diffusion maps [7], which find a reduced dimensional space that redefines the distances along manifold surfaces.

In general, however, there is no guarantee that our data sets have such manifold structures with lower dimensions. In this respect, our alignment approach does not intend to reduce the data dimension nor discover the intrinsic manifold structure. Instead, we regard the distances computed in the original space as ideal relationships between the data, which we do not want to compromise during the alignment process.

However, as the reference points move towards their corresponding points in the aligned space, the original pairwise distances within each space go through some deformation. To be specific, the point configuration in Figure 1(a) is different from that of the same points in Figure 1(c). In general, as the reference correspondence pairs get tied closer for a better alignment between them, one can expect more deformation of the original space. Based on this idea, this paper focuses on how to attain the best alignment between different spaces while allowing a minimum deformation within each space. To tackle this problem, we introduce a novel graph embedding framework and propose a nonmetric MDS-based method under this framework. Section 3 discusses other existing approaches from our own perspective of deformation and alignment. Section 4 presents the quantitative and qualitative experimental results. Finally, Section 5 draws conclusions.

2 Space Alignment using Graph Embedding

In this section, we describe how to cast the space alignment problem into a graph embedding one. Typically, graph embedding takes input as a graph in which the vertices are data items and the edge weights are their pairwise dissimilarities or distances. As output, graph embedding produces the coordinates of the data in a given dimensional space, which best preserve the relationships described in the graph.

Suppose we have two data matrices \( A = \{a_i\} \in \mathbb{R}^{m_A \times N_A} \) and \( B = \{b_j\} \in \mathbb{R}^{m_B \times N_B} \) whose column vectors \( a_i \)'s and \( b_j \)'s represent the data items (Figure 2(a)). Without loss of generality, the reference correspondence pairs are assumed to be the first \( r \) items in each data set, i.e., \( (a_1, b_1), (a_2, b_2), \ldots, \) and \( (a_r, b_r) \). The output of space alignment is the new vector representations of \( A \) and \( B \), denoted as \( A' = \{a'_i\} \in \mathbb{R}^{m' \times N_A} \) and \( B' = \{b'_j\} \in \mathbb{R}^{m' \times N_B} \), respectively, in a single \( m' \)-dimensional space.\(^2\) In the following, the graph embedding approach for space alignment is described, which is also illustrated in Figure 2.

1. Forming distance graphs from feature vectors. Each of the data matrices \( A \) and \( B \) is turned into a dissimilarity graph, which is specified as pairwise distance matrices \( D_A \) and \( D_B \), respectively. This way, we no longer care about the original feature spaces but only about the relationship of the data.

2. Normalizing graphs. This step takes care of the cases in which the distance values in one graph are significantly larger than those in the other graph, and each of the two graphs is normalized to have the same scale. Many approaches may exist, but we have used an isotropic scaling based on the mean edge weights in order not to change the relative relationships between the data. To be specific, every distance value in \( D_A \) (and \( D_B \)) is divided by the mean distance in \( D_A \) (and \( D_B \)).

3. Assigning edges between two graphs. Zero-distance edges are assigned between the reference correspondence pairs.

\(^4\)Throughout this paper, we consider dissimilarities as (Euclidean) distances between data vectors.

\(^2\)A superscript ‘f’ refers to an aligned (or fused) space.
How two different data sets are related to each other. On the other hand, the alignment performance concerns methods work well and what kinds of modification they require. In fact, numerous dimension reduction methods that focus on preserving locality. In this respect, which cause of deformation of the original data has to be solely the discrepancies between the configurations of two graphs due to the additional zero-distance edges between the reference points, but not the reduced dimensionality nor the emphasis on the local geometry. In this respect, which methods work well and what kinds of modification they require in data fusion should be carefully identified in both theoretical and experimental ways.

2.1 Nonmetric Multidimensional Scaling Let us briefly describe metric MDS [8]. Metric MDS, which tries to preserve the given dissimilarity values, is formu-
lated as
\begin{equation}
\min_{x_1, \ldots, x_n} \sum_{1 \leq i < j \leq n} (d_{ij} - \delta_{ij})^2,
\end{equation}
where $d_{ij}$ is the dissimilarity between the reduced dimensional vectors $x_i$ and $x_j$, and $\delta_{ij}$ is a given dissimilarity. Usually, the Euclidean distance, i.e., $\|x_i - x_j\|_2$, is used as $d_{ij}$. Incorporating a nonnegative weight $w_{ij}$ corresponding to $d_{ij}$, Eq. (2.1) can be extended as
\begin{equation}
\min_{x_1, \ldots, x_n} \sum_{1 \leq i < j \leq n} w_{ij} (d_{ij} - \delta_{ij})^2.
\end{equation}

Except for a special case called classical MDS [29], which has an analytical solution via eigendecomposition, Eq. (2.2) is a non-convex problem and usually solved iteratively to reach its local minimum. One of the widely-used algorithms is stress majorization [9, 10], which simplifies Eq. (2.2) into a convex function by which Eq. (2.2) is upper-bounded and minimizes such a convex function at each iteration.

We now formulate the MDS criteria of Eq. (2.2) for space alignment. The main modification is to set the weights, $w_{ij}$’s in Eq. (2.2), of the unknown entries in Figure 2(b) to zero so that MDS can ignore these entries. This way, we have a metric MDS-based criterion for space alignment as
\begin{equation}
\min_{A^f, B^f} \sum_{1 \leq i < j \leq n_A} w_A(i, j) \left( D_A^f(i, j) - D_A(i, j) \right)^2 \\
+ \sum_{1 \leq i < j \leq n_B} w_B(i, j) \left( D_B^f(i, j) - D_B(i, j) \right)^2 \\
+ \sum_{1 \leq i \leq r} w_R(i) \left( D_{AB}^f(i, i) - 0 \right)^2,
\end{equation}
where $w_A(i, j)$ and $w_B(i, j)$ are the weights for the penalties on the changes of the distances between the data within $A$ and $B$, respectively, and $w_R(i)$ is the weight for the penalty on the distance itself between the $i$-th reference correspondence pair, i.e., $(a_i^f, b_i^f)$, for $1 \leq i \leq r$.

Nonmetric MDS [21], which tries to keep the rank orders of given distances in the reduced dimensional space, has a similar criterion to metric MDS. From Eq. (2.2), it replaces $\delta_{ij}$ with its approximated distance $\hat{\delta}_{ij}$, which is also referred to as a disparity, and such an approximation is subject to monotonicity constraints between $\hat{\delta}_{ij}$’s and $\hat{\delta}_{ij}$’s. That is, given $\hat{w}_{ij}$’s and $\hat{\delta}_{ij}$’s, the nonmetric MDS criterion is expressed as
\begin{equation}
\min_{\hat{\delta}_{ij}, a_1, \ldots, a_n} \sum_{1 \leq i < j \leq n} \hat{w}_{ij} (\hat{d}_{ij} - \hat{\delta}_{ij})^2,
\end{equation}
subject to $\hat{\delta}_{ij} \leq \hat{\delta}_{kl}$ for all $i, j, k, l$ such that $\delta_{ij} < \delta_{kl}$. Notice $\hat{\delta}_{ij}$’s are also variables to be determined with the same orders as those of $\delta_{ij}$’s. To prevent a trivial solution of all $\hat{\delta}_{ij}$’s being zeros, $\hat{\delta}_{ij}$’s are normalized to have their sum-of-squares equal to one.

This problem is basically solved by alternating an update of $x_i$’s with an update of $\hat{\delta}_{ij}$’s. In other words, with fixed $\hat{\delta}_{ij}$’s, $x_i$’s are obtained in the same way as in metric MDS by, say, stress majorization. To update $\hat{\delta}_{ij}$’s given fixed $x_{ij}$’s and their derived distances $\hat{d}_{ij}$’s, nonmetric MDS uses a technique called isotonic regression [22, 4], which works as follows. If the order of $\hat{d}_{ij}$’s is the same as that of $\delta_{ij}$’s, i.e., $\hat{d}_{ij} \leq \hat{d}_{kl}$ for all $i, j, k, l$ such that $\delta_{ij} < \delta_{kl}$, $\hat{\delta}_{ij}$’s would be set exactly as $d_{ij}$’s so that the objective function value of Eq. (2.4) can be zero, and the optimization is done at this point. When the order is not the same, the isotonic regression uses the “up-and-down blocks” algorithm [4]. Suppose $\hat{d}_{ij} > \hat{d}_{kl}$ and $\hat{d}_{ij} < \hat{d}_{kl}$ for some $i, j, k,$ and $l$. Ignoring weights, the optimal value for $\hat{\delta}_{ij}$ and $\hat{\delta}_{kl}$ that minimizes $\left( \hat{d}_{ij} - \hat{\delta}_{ij} \right)^2 + \left( \hat{d}_{kl} - \hat{\delta}_{kl} \right)^2$ subject to $\hat{\delta}_{ij} \leq \hat{\delta}_{kl}$ is $\hat{\delta}_{ij} = \hat{\delta}_{kl} = (\hat{d}_{ij} + \hat{d}_{kl}) / 2$. Similarly, if the order of three $\hat{d}_{ij}$’s are reversed with respect to that of $\hat{\delta}_{ij}$’s, the corresponding $\hat{\delta}_{ij}$’s would be set as the mean value of three $\hat{d}_{ij}$’s. Invoking the weights $\hat{w}_{ij}$’s, the solution is generalized as their weighted average instead of their mean.

Now we formulate the nonmetric MDS-based criterion for space alignment. Note that in space alignment, we have ties for $\hat{\delta}_{ij}$’s since we assign the same zero distances between all the reference correspondence pairs. The tied $\hat{\delta}_{ij}$’s do not usually happen when $\delta_{ij}$’s are computed as Euclidean distances of the original data. A natural approach would be to keep the corresponding distances as equal as possible in a target space, but in space alignment, it does not make much sense to force the same distances between all the reference correspondence pairs. In this respect, by having zero distances between the reference correspondence pairs, we only force their distances to be smaller than any nonzero distances given in $D_A$ and $D_B$ while not caring about which reference point pair has to be closer than another reference pair. Finally, the criterion of nonmetric MDS for space alignment can be represented as
\begin{equation}
\min_{A^f, B^f, D_A, D_B, D_{AB}} \sum_{1 \leq i < j \leq n_A} w_A(i, j) \left( D_A^f(i, j) - \hat{D}_A(i, j) \right)^2 \\
+ \sum_{1 \leq i < j \leq n_B} w_B(i, j) \left( D_B^f(i, j) - \hat{D}_B(i, j) \right)^2 \\
+ \sum_{1 \leq i \leq r} w_R(i) \left( D_{AB}^f(i, i) - \hat{D}_{AB}(i, i) \right)^2,
\end{equation}
subject to the constraints
\[ D_{AB}(i, i) \leq \hat{D}_{A}(j, k), \forall (i, j, k) : 1 \leq i \leq r \]
\[ D_{AB}(i, i) \leq \hat{D}_{B}(j, k), \forall (i, j, k) : 1 \leq i \leq r \]
\[ D_{A}(i, j) \leq \hat{D}_{A}(k, l), \forall (i, j, k, l) : D_{A}(i, j) < D_{A}(k, l) \]
\[ D_{B}(i, j) \leq \hat{D}_{B}(k, l), \forall (i, j, k, l) : D_{B}(i, j) < D_{B}(k, l) \]

Next, we discuss why nonmetric MDS is suitable for space alignment. As mentioned earlier, assigning zero-distance edges between reference correspondence pairs may cause nontrivial deformation of the original relationships within each space. Nonmetric MDS arbitrarily allows such deformation with no degradation in terms of the objective function value, Eq. (2.4), as long as the rank order remains the same. By relaxing the notion of deformation in this way, nonmetric MDS is able to focus more on maximizing alignment.

In addition, the isotonic regression described earlier provides an interesting interpretation in space alignment. Let us assume we have three semantic objects encoded in two different vector spaces. For example, we have three objects, i.e., apples, oranges, and bananas, and each of them is represented as an image and a text document. After encoding three images into one space and three documents into another space, suppose all the pairwise distances are computed. However, a disagreement between two spaces might arise. That is, in the image space, the distance from apples to oranges is shown farther than that from apples to bananas, but the opposite is shown in the document space. In this situation, suppose we perform space alignment by placing the image and the document of the same object as closely as possible, as shown in Figure 1. Then in the aligned space, between the distance from apples to oranges and that from apples to bananas, it is not clear which one to put farther than the other. Given such a disagreement, the safest option would be to make two distances approximately equal, which is the same as the way the isotonic regression behaves in order to deal with disagreements, as described above.

3 Other approaches

Recently, there have been an increasing number of results about how to align different data sets [23, 13, 32, 31], and a majority of them have been trying to impose this alignment problem in the manifold learning framework, which reveals the intrinsic low dimensional manifold structure by focusing the local neighborhood relationship. Another different stream of space alignment approaches is to seek for linear transformations that map each space into a single space [30, 5, 15, 27]. The advantage of linear methods is that out-of-sample extension is straightforward. That is, the unseen data that are not involved in an alignment process can be directly mapped into the aligned space. Furthermore, linear methods generally give an idea about the feature-level relationships between different spaces from an analysis of the linear transformation coefficients [31, 30].

In this section, we discuss three methods, one for manifold-based methods and two for linear transformation methods, in more detail from the novel perspective of the trade-off relationship between maximum alignment and minimum deformation.

3.1 Constrained Laplacian Eigenmaps

Ham et al. [13] have proposed a constrained version of Laplacian eigenmaps, which adds its original criterion with a penalty on the distances between the reference correspondence pairs. Later, this Laplacian-eigenmaps-based formulation has been further generalized to the case of more than two data sets as well as that with no known reference correspondence pairs [31, 32].

Interestingly enough, this work can be interpreted from our MDS-based graph-embedding perspective. Using the notations used in this paper, the constrained Laplacian eigenmaps criterion for space alignment is expressed as

\[
\min_{A^f, B^f} \sum_{1 \leq i < j \leq n_A} w_A(i, j) \left( D_A^f(i, j) - 0 \right)^2 + \sum_{1 \leq i < j \leq n_A} w_B(i, j) \left( D_B^f(i, j) - 0 \right)^2 + \sum_{1 \leq i \leq r} w_R(i) \left( D_{AB}^f(i, i) - 0 \right)^2,
\]

where \(w_A(i, j) = \exp\left(-\|a_i - a_j\|^2/2\sigma^2\right)\) if \(a_i\) and \(a_j\) have a neighborhood relationship or zero otherwise, and \(w_B(i, j) = \exp\left(-\|b_i - b_j\|^2/2\sigma^2\right)\) if \(b_i\) and \(b_j\) have a neighborhood relationship or zero otherwise, and \(w_R(i) = \mu\) for \(\forall 1 \leq i \leq r\). Just as in the original Laplacian eigenmaps, \(A^f\) and \(B^f\) are subject to have a certain scaling so that it can avoid a trivial solution of all \(a_i\)’s and \(b_i\)’s being zero. The difference of Eq. (3.6) from the original Laplacian eigenmaps is the additional third term, which penalizes the distances between the reference correspondence pairs. Similar to the Laplacian eigenmaps formulation, Eq. (3.6) is a convex problem, which can be solved analytically as a generalized eigenvalue problem.

A comparison of Eq. (3.6) with Eq. (2.3) indicates that Eq. (3.6) tries to fit all the distances to zero instead of their original distances, and the information about the original distances is carried only in the weights \(w_A(i, j)\)’s and \(w_B(i, j)\)’s. In this way, the points whose original distances are closer than the others get bigger.
penalties on their distances in a target space. However, we claim that it might be too much of information loss when trying to preserve the distances in the resulting data, as we will show its experimental results in Section 4.

### 3.2 Orthogonal Procrustes Analysis

Orthogonal Procrustes analysis or, in short, Procrustes analysis is a well-established area of study \([12, 19]\), and it has been widely used in image registration \([18]\), shape analysis \([11]\), and so on. It gives an optimal linear transformation represented as an orthogonal matrix, which best maps one matrix to the other. To be specific, given two matrices \(X, Y \in \mathbb{R}^{m \times n}\), it finds an orthogonal matrix \(Q \in \mathbb{R}^{m \times m}\) that solves

\[
\min_Q \|X - QY\|_F.
\]

Being an orthogonal matrix, \(Q\) allows only high-dimensional rotations to fit \(Y\) to \(X\). By incorporating additional translation and isotropic scaling factors, Eq. (3.7) can be extended as

\[
\min_{Q, \mu_X, \mu_Y, k} \| (X - \mu_X 1_n^T) - kQ (Y - \mu_Y 1_n^T) \|_F,
\]

where \(\mu_X\) and \(\mu_Y\) are \(m\)-dimensional column vectors, \(1_n\) is an \(n\)-dimensional column vector whose elements are all 1’s, and \(k\) is a scalar.

Eq. (3.8) has an analytical solution \([14, 30, 12]\) as follows. First, \(\mu_X\) and \(\mu_Y\) can be set to row-wise mean vectors of \(X\) and \(Y\), respectively. \(k\) and \(Q\) are obtained from a singular value decomposition (SVD) of \((Y - \mu_Y 1_n^T) (X - \mu_X 1_n^T)^T\). That is, when \((X - \mu_X 1_n^T) (Y - \mu_Y 1_n^T)^T = U\Sigma V^T\), \(U = \text{trace}(\Sigma)^{1/2}\)\(V\) and \(k = \text{trace}(\Sigma)\)/\(\text{trace}(YY^T)\).

Previously, Wang et al. \([30]\) have applied Procrustes analysis in the space alignment problem, but they first apply manifold learning methods such as Laplacian eigenmaps. This approach sounds reasonable when we need to first generate the vector representations of data when only their relationships are available. In practice, however, such relationships are usually computed from the vector representations of data, and in this case, manifold learning prior to space alignment may tend to act as an artifact that changes the original relationships.

In this respect, assuming the original vector representations of data are available, we directly apply Procrustes analysis on these original data. In other words, we replace \(X\) and \(Y\) in Eq. (3.8) with the reference correspondence data within each data set, i.e., \(A_r = \{a_1, \ldots, a_r\} \in \mathbb{R}^{m \times r}\) and \(B_r = \{b_1, \ldots, b_r\} \in \mathbb{R}^{n \times r}\), respectively.

One potential problem in doing so is that Procrustes analysis requires the dimensions of \(A_r\) and \(B_r\), i.e., \(m_A\) and \(m_B\), to be the same. One way to handle this would be to apply principal component analysis, which preserves the squared sum of distances (or a variance) as much as possible, in order to obtain the same dimensional data sets. After solving Eq. (3.8) for these data, the transformation composed of \(Q, \mu_X, \mu_Y, k\), and \(k\) is then applied to the entire data in \(A\) and \(B\), resulting in

\[
A^f = A - \mu_X 1_n^T, \text{ and } B = kQ (B - \mu_X 1_n^T).
\]

In terms of deformation, Procrustes analysis does not change the configuration of the original data within each space at all by allowing only rigid transformations and isotropic scaling, as shown in Eq. (3.8). Consequently, the original data relationships within \(A\) and \(B\) remain the same up to a scaling. However, the alignment performance may rather be limited when the configurations of the two data sets are significantly different, as we will show in Section 4.4.

### 3.3 PARAFAC2

Another linear method that can be used for space alignment is PARAFAC2 \([17]\), a multi-way generalization of SVD for tensors. PARAFAC2 has been applied in the context of cross-language information retrieval \([5]\), but it can be easily applied in general space alignment problems for any data types.

Given two matrices \(X \in \mathbb{R}^{m \times n \times n}, Y \in \mathbb{R}^{m \times n \times n}\), and a rank \(k\) where \(k \leq \min(\text{rank}(X), \text{rank}(Y))\), PARAFAC2 decomposes two matrices as

\[
X \simeq U_X H \Sigma_X V^T \text{ and } Y \simeq U_Y H \Sigma_Y V^T,
\]

where \(U_X \in \mathbb{R}^{m \times k}, U_Y \in \mathbb{R}^{m \times k}, V \in \mathbb{R}^{n \times k}\) have orthonormal columns, \(H \in \mathbb{R}^{k \times k}\) is a non-singular matrix that leads to a certain invariance condition for uniqueness of the solution, i.e., \((U_X H)^T (U_X H) = (U_Y H)^T (U_Y H), \Sigma_X \in \mathbb{R}^{k \times k}\) and \(\Sigma_Y \in \mathbb{R}^{k \times k}\) are diagonal matrices. As shown in Eq. (3.9), PARAFAC2 decomposes \(X\) and \(Y\) similarly to SVD with an additional constraint that their right singular vectors have to be the same. Eq. (3.9) can be rewritten as

\[
V^T \simeq \Sigma_X^{-1} H^{-1} U_X^T X \simeq \Sigma_Y^{-1} H^{-1} U_Y^T Y,
\]

which gives linear transformations that produce a common representation, \(V^T\), of both \(X\) and \(Y\).

For space alignment, we can replace \(X\) and \(Y\) with \(A_r = \{a_1, \ldots, a_r\} \in \mathbb{R}^{m \times r}\) and \(B_r = \{b_1, \ldots, b_r\} \in \mathbb{R}^{m \times r}\), respectively, in Eq. (3.9) to obtain their PARAFAC2 decomposition. The resulting transformation can then be applied to the entire data as

\[
A_f = \Sigma_X^{-1} H^{-1} U_X^T A, \text{ and } B_f = \Sigma_Y^{-1} H^{-1} U_Y^T B.
\]
The difference of the PARAFAC2 approach from Procrustes analysis is that its linear transformation is no longer orthogonal, which allows deformation of each space to some extent. At the same time, at least for reference correspondence pairs, PARAFAC2 achieves a perfect alignment by exactly co-locating each pair of points in the aligned space as $V^T$. As we will show in Section 4.4, however, the perfect alignment between the reference correspondence pairs does not always lead to a good alignment for the rest of the data, which is analogous to the notion of overfitting in the context of classification.

4 Experiments

In this section, we present the experimental study on various methods such as metric and nonmetric MDS, constrained Laplacian eigenmaps, Procrustes analysis, and PARAFAC2, for space alignment and information retrieval using real-world data sets. We excluded several traditional methods such as canonical correlation analysis, in our experimental results since they showed significantly poor performances.

4.1 Data sets

To facilitate the quantitative evaluation of the alignment process, we use parallel data sets with different data types or languages. We test two cases of parallel data sets: English-Spanish document data sets and document-speech data sets. For English-Spanish document data sets, we first selected 1,000 Associated Press (AP) newswire articles published in 1989 from TIPSTER Volume 1 corpus [16]. Then, we ran a machine translator, SYSTRAN, to convert them from English to Spanish, and each of the English and Spanish document sets is encoded using a bag-of-words model. In this way, we obtain two term-document matrices in separate spaces while maintaining one-to-one correspondences between data item pairs. Then, each matrix is preprocessed by a text analysis tool, IN·SPIRE [25], which involves tf-idf (term frequency–inverse document frequency) weighting, normalization, and feature selection, resulting in 200-dimensional vector representations of 1,000 data items in each language.

Similarly, for document-speech data sets, we used the same 1,000 English documents as in the previous case. To obtain their parallel speech data, we converted each document to a sequence of phonemes through a text-to-speech tool, Festival. Because a phoneme is a much smaller unit than a word, we extracted an n-gram just like a word, we then followed the same procedure of the bag-of-words encoding and the same preprocessing as in the document data.

Let us point out an important difference between the two above-described cases. In order to see how much discrepancy exists between the parallel data sets in terms of their configurations, we compared their Kendall tau distances. That is, we first computed all the pairwise distances among 1,000 data points within each set and converted them to rank orders. The Kendall tau distance counts the number of pairwise disagreements between these rank orders. As a result, English-Spanish document sets were shown to have less disagreements than document-speech data sets, say, 15% vs. 20% out of the total pairs, probably because of the different features used, i.e., words vs. phonemes. It implies that the alignment of the former case is more challenging than that of the latter due to significantly different configurations of the data sets to be aligned, and our analysis in Section 4.4 will be described partly based on this observation.

4.2 Evaluation Measures

The previous studies have evaluated their methods by using existing measures such as precision/recall or in a qualitative way, but none of them have analyzed deformation and alignment performances at the same time. Given the aligned vector representations, $A^T$ and $B^T$, from a pair of parallel data sets, A and B, respectively, we define the nearest-neighbor-based measures for deformation and alignment:

Deformation To assess the amount of deformation, we focus on how well the original neighborhood relationships underlying in each data set are preserved after alignment. Let us define $N_k(x, X)$ the k-th nearest neighbor of $x$ in a set $X$. Similarly, we define $N_{\leq k}(x, X)$ the set of the k nearest neighbors of $x$ in a set $X$. Given $K$ and $K^T$, our deformation measure is defined as

\[
\frac{1}{K(n_A + n_B)} \sum_{i=1}^{n_A} \sum_{k=1}^{K} 1 \left( N_k(a_i, A) \in N_{\leq K}^T \left( a_i^T, A^T \right) \right) + \sum_{j=1}^{n_B} \sum_{k=1}^{K} 1 \left( N_k(b_j, B) \in N_{\leq K}^T \left( b_j^T, B^T \right) \right),
\]

where $1(\cdot)$ is 1 if $\cdot$ is true, and 0 otherwise. It basically computes the probability of capturing the original $K$ nearest neighbors of a point within its $K^T$ nearest neighbors after alignment. A higher value indicates a
Alignment measure is defined as
\[ b_{i} \in N_{Kf} Kf \left( A_{i}^{f}, f \right) \] and
\[ a_{i} \in N_{Kf} Kf \left( b_{i}^{f}, f \right) \],
which indicates the probability of capturing the parallel data item of a point within its \( Kf \) nearest neighbors in the aligned space.

### 4.3 Experimental setup

For metric and nonmetric MDS, we use a built-in function, ‘mdscale’, in MATLAB. In Eqs. (2.3) and (2.5), we set \( w_{A(i, j)} \)'s and \( w_{B(i, j)} \)'s to 1 and \( w_{R(i)} \)'s to 1, 000 so that the weight between each reference correspondence pair can be comparable to its other edge weights. To be specific, each reference correspondence data item has 999 edges going to the other data items within its data set while having only one edges connecting to its counterpart in the other data set.

Since metric and nonmetric MDS are non-convex problems, the results may depend on initial configurations. We use the solution of Procrustes analysis as the initial configuration. Even so, it would not be an un-
fair comparison between Procrustes analysis and MDS in that MDS significantly changes the initial solution, as will be seen from their performance results.

For constrained Laplacian eigenmaps, we modified the code found in the MATLAB toolbox for dimensionality reduction.\(^7\) We set \(\sigma^2\) to 0.5 and \(\mu\) to 50, which is about 1,000 times larger than the average value of \(w_A(i, j)\)'s and \(w_B(i, j)'s\) in Eq. (3.6).

For PARAFAC2, we obtained the code from the author of [5].

In all cases, we set the target dimension of an aligned space to the same as the original dimension of the data, i.e., 200, in order to ignore the information loss due to a smaller dimension in the aligned space than that in the original space.

### 4.4 Quantitative Comparisons

Figure 3 shows the results of deformation and alignment measures in Eqs. (4.10) and (4.11) for two cases of parallel data sets with 1,000 pairs described in Section 4.1 when varying the number of reference correspondence pairs, e.g., 80, 200, and 400 out of the total 1,000 pairs. For deformation measures, we fixed \(K\) to 1,\(^8\) and the horizontal axis in each graph represents various values of \(K^f\) in Eqs. (4.10) and (4.11).

Table 1 shows the results of alignment measures computed only using the reference correspondence pairs, which shows how well the algorithm aligns the given correspondences. On the other hand, the alignment results in Figure 3 show the generalization ability of aligning unknown correspondences.

In the following, we discuss the behavior of each method based on these results.

#### Constrained Laplacian eigenmaps

Constrained Laplacian eigenmaps shows relatively poor performances both in deformation and alignment in most cases (Figures 3(a)-(l)). Even if our deformation measure only looks at locality information, which is supposedly emphasized in constrained Laplacian eigenmaps, its deformation performance is significantly low particularly when a small amount of reference correspondence pairs, e.g., 8%, are used (Figures 3(a)(c)).

The results of alignment are also far from being satisfactory. In addition, the alignment performance of constrained Laplacian eigenmaps has the smallest increase rate (Figures 3(b)(d)(f)(h)(j)(l)) while it achieves relatively good performances on the reference correspondence pairs already at \(K^f = 1\) (Table 1). It indicates that constrained Laplacian eigenmaps lacks the generalization ability to align and reveal unknown correspondences.

We have actually tried various parameter settings in order to improve its performance, but it was very hard to find such settings. Although not presented in this paper, one of the few cases it shows reasonable performances is when the total number of data is small, e.g., less than 100. As discussed in Section 3.1, we suspect that it is due to the fact that the original distance information is only reflected in the weights \(w_A(i, j)'s\) and \(w_B(i, j)'s\) in Eq. (3.6).

#### Procrustes analysis

In terms of deformation, Procrustes analysis always maintains no deformation at all, i.e., keeping its original nearest neighbor as it is (Figures 3(a)(c)(e)(g)(i)(k)) due to the rigid transformations and isotropic scaling, as discussed in Section 3.2.

However, its alignment results are not the best in general. In English-Spanish document sets, it works relatively well (Figures 3(b)(f)(j)), but its performance is significantly degraded in document-speech data sets (Figures 3(d)(h)(l)). In addition, as shown in Table 1, as the number of reference correspondence pairs increases, the alignment performance of Procrustes analysis on them becomes worse. These observations reveal the limitation of Procrustes analysis in handling the substantial discrepancy underlying in the data sets to be aligned, as discussed in Section 4.1.

#### PARAFAC2

Unlike the previous linear method, Procrustes analysis, a non-orthogonal transformation of PARAFAC2 is shown to deform the spaces significantly (Figures 3(a)(c)(e)(g)(i)(k)) in return for the nearly perfect alignment of given correspondence pairs (Table 1).

Even with such a good alignment of given correspondences, however, it does not properly align the entire
data (Figures 3(b)(d)(f)(h)(j)(l)).

In addition, it is interesting that both performances in deformation and alignment of PARAFAC2 turn out to get worse as the number of given correspondence pairs increases. It can be explained as a kind of overfitting in the context of space alignment. To achieve the nearly perfect alignment of a larger number of given correspondence pairs, PARAFAC2 has to deform the spaces more significantly (Figures 3(i)(k)), and its generalization ability to align the unknown correspondences decreases, as shown in the graphs with the minimal increasing rates in 3(j)(l).

**Metric and nonmetric MDS** In all cases, nonmetric MDS shows the best performance in both deformation and alignment. The deformation amount of nonmetric MDS is very little or none, competing with zero deformation of Procrustes analysis (Figures 3(a)(c)(e)(g)(i)(k)). At the same time, its alignment is by far better than any other methods, particularly in document-speech data sets (Figures 3(d)(h)(l)). These results clearly demonstrate the suitability of nonmetric MDS in aligning the data sets that are hard to align due to their significant discrepancies, as discussed in Section 2.1.

On the contrary, although started with the same initial configurations as nonmetric MDS, the overall performance of metric MDS is not impressive. Its deformation results are much better than constrained Laplacian eigenmaps and PARAFAC2 but definitely inferior to nonmetric MDS and Procrustes analysis (Figures 3(a)(c)(e)(g)(i)(k)). Its alignment performances are worse than those of Procrustes analysis in most cases except for Figure 3(d), and they are not comparable with those of nonmetric MDS. It indicates that metric MDS suffers from trying to exactly fit the original distances within each space as well as the zero-distances between the reference correspondence pairs.

### 4.5 Cross-domain Information Retrieval

In order to verify that our approach works well in practical scenarios, we have also conducted cross-domain information retrieval tests using one of the standard measures, mean average precision (MAP).

The data we used in this work have topic labels [24], and we have selected two of the most frequently shown classes, ‘israel’ and ‘bush,’ to which about 2% and 1.4% of the 1,000 document data belong, respectively. For each class, by using each data item in this class from one data set as a query, we have retrieved the data from the other data set based on their Euclidean distances to the query item in the aligned space. Then, the MAP values for the compared methods in both English-Spanish document (Eng-Spa) and Document-Speech (Doc-Spe) data sets, each data item with a particular class label, e.g., ‘israel’ or ‘bush,’ in one data set is given as a query, and the data items of the other data set are retrieved from the aligned space. The numbers in a percent sign represent the ratio of the number of used reference correspondence pairs to the total 1,000 pairs.

<table>
<thead>
<tr>
<th>Class</th>
<th>Single-domain</th>
<th>Cross-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>English</td>
<td>Spanish</td>
</tr>
<tr>
<td><strong>Class ‘israel’</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-domain</td>
<td>46.4</td>
<td>45.6</td>
</tr>
<tr>
<td>Cross-domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N-MDS</td>
<td>45.7</td>
<td>45.5</td>
</tr>
<tr>
<td>MDS</td>
<td>43.7</td>
<td>40.1</td>
</tr>
<tr>
<td>Lap. eig.</td>
<td>1.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Procrustes</td>
<td>38.6</td>
<td>37.5</td>
</tr>
<tr>
<td>Parafac2</td>
<td>36.8</td>
<td>17.7</td>
</tr>
<tr>
<td><strong>Class ‘bush’</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-domain</td>
<td>19.8</td>
<td>17.4</td>
</tr>
<tr>
<td>Cross-domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N-MDS</td>
<td>17.0</td>
<td>17.8</td>
</tr>
<tr>
<td>MDS</td>
<td>13.8</td>
<td>15.2</td>
</tr>
<tr>
<td>Lap. eig.</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Procrustes</td>
<td>15.3</td>
<td>15.3</td>
</tr>
<tr>
<td>Parafac2</td>
<td>10.9</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Table 2: Mean average precision (MAP) results in the percentage for single-domain and cross-domain information retrieval using class label information. For English-Spanish document (Eng-Spa) and Document-Speech (Doc-Spe) data sets, each data item with a particular class label, e.g., ‘israel’ or ‘bush,’ in one data set is given as a query, and the data items of the other data set are retrieved from the aligned space. The numbers in a percent sign represent the ratio of the number of used reference correspondence pairs to the total 1,000 pairs.

The MAP results for single-domain and cross-domain information retrieval are shown in Table 2. One can regard the single-domain MAP results as baseline or ideal values. In general, the cross-domain MAP results are less than the baseline, and a higher cross-domain MAP value indicates a better alignment of spaces. Just like the previous analysis in Section 4.4, nonmetric MDS consistently shows the best MAP results among the tested methods in Table 2. The behaviors of the other methods also conform to the previous analysis.
4.6 Visual Knowledge Discovery via Space Alignment

In this section, we further apply the space alignment technique in knowledge discovery scenarios via visualization. To clearly show its benefit, we use a well-clustered newsgroups data set [1], a collection of newsgroup documents of 20 topic clusters. However, we have chosen 11 topics for visualization, and each cluster is set to have 70 documents. These 11 cluster data are then split into two data sets with three shared clusters, ‘b’, ‘e’, and ‘f’, as follows:

- Data set 1 only: comp.sys.ibm.pc.hardware (‘p’), sci.crypt (‘y’), soc.religion.christian (‘c’), talk.politics.misc (‘m’),
- Data set 2 only: comp.sys.mac.hardware (‘a’), sci.med (‘d’), talk.religion.misc (‘r’), talk.politics.guns (‘g’),
- Shared: rec.sport.baseball (‘b’), sci.electronics (‘e’), misc.forsale (‘f’),

where the letters in parentheses are used in the visualization shown in Fig. (4). The two data sets are encoded as term-document matrices, respectively, using their own vocabulary, which are then followed by dimension reduction to 400 via principal component analysis. Note that even though the shared clusters between the two sets contain the same documents, independent preprocessing leads to significant topology differences between the two sets, which makes their alignment non-trivial. Using the data items in three common clusters as reference correspondence pairs, the nonmetric MDS-based alignment has been performed on these two sets.

Figure (4) shows their visualization results due to space alignment. To visualize high-dimensional data, we applied the rank-2 linear discriminant analysis [6] using the given cluster labels. Figures (4)(a) and (b) show the individual visualizations of the two sets while Figure (4)(c) represents the visualization after their alignment, which reveals various interesting relationships across different data sets. The clusters from different data sets, e.g., soc.religion.christian (‘c’), talk.religion.misc (‘r’), comp.sys.ibm.pc.hardware (‘p’), comp.sys.mac.hardware (‘a’), and sci.crypt (‘y’)-sci.med (‘d’), are shown to be closely related with each other.

In addition, Figure (4)(d) shows the visualization of the entire data covering all the 11 clusters. One can see that Figure (4)(c) is similar to Figure (4)(d), indicating that the space alignment well recovers the true underlying relationships.

5 Conclusions

In this paper, we have focused on data fusion problems towards a seamless analysis between different data sets. This work is, as far as we know, the first and unique work that presents a classification-like perspective on the space alignment problem, e.g., training/test accuracy and overfitting, as well as qualitative studies in interactive visualization scenarios. Our contributions include the following:

- A graph-enembedding framework for fusion and a nonmetric MDS-based method.
- Discussions on existing methods from the perspective of deformation and alignment.
- Quantitative evaluations between various methods using neighborhood-based measures and cross-domain information retrieval tests.
- Visualization case studies for knowledge discovery from multiple data sets.

We plan to develop a visual analytics tool for heterogeneous data in which the presented methodology would play a foundational role. Along this direction, various interesting research topics would arise such as novel interfaces as to how to supervise the alignment process, e.g., how the users set the reference points interactively.
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